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#### Abstract

We present a kinetic study of an enzyme reaction that takes place with slow-binding inhibition where the immediate product undergoes a spontaneous or induced process of decomposition. A kinetic study of an enzyme process, in which a slow-binding inhibition process and a decomposition of the immediate product of the reaction take place simultaneously is performed. The corresponding explicit concentration-time equations were obtained. Using the analytical solutions obtained, which were tested numerically, we suggest a procedure that allows the discrimination between the particular cases considered and the evaluation of the principal kinetic parameters of the reaction.
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## Introduction

Enzyme reactions exist, in which the product instability influences the evaluation of the kinetic parameters [1-6]. Enzyme reactions, in which the products are unstable and undergo a chemical decomposition, deprotonation or other destabilization by first- or second-order kinetics, have been described previously [1-6]. The case of an unstable product has been exemplified by the kinetic study of the oxidation of 3,4-dihydroxyphenylethylamine (dopamine) to the corresponding $o$-quinone catalyzed by the enzyme tyrosinase (monophenol, dihydroxy-L-phenylalanine: oxygen oxido-reductase, EC 1.14.18.1) (Garrido et al.) [7]. It has been shown that the direct product of the enzyme catalysis is o-dopamine-quinone- $\mathrm{H}^{+}$, which is converted non-enzymatically to $o$-dopaminechrome by the cyclization of the molecule following a Michael intramolecular 1,4-addition.

Kinetic analysis of enzyme reactions, in which processes of slow-binding inhibition take place, have often been reported in the literature [8-11]. In some cases the inhibitor and the enzyme interact slowly; in others, an enzyme-inhibitor complex, which is formed by a slow isomerization, is formed rapidly. Examples are the inhibition of the catecholase activity of grape polyphenol oxidase by tropolone [12] or the inhibition by 3-hydroxy-4-phenylthiazole-2 (3H)-thione (3H4PTT) of dopamine beta-monooxygenase (DbetaM) [13]. The slow-binding inhibition of jack bean urease by 1,4-benzoquinone (BQ) and 2,5-dimethyl-1, 4-benzoquinone ( DMBQ ) has recently been studied [14]. Sometimes, a single species (the free enzyme, the substrate, the enzyme-substrate complex, an inhibitor or the product of the reaction) is unstable [15].

[^0]

In previous work on the slow-binding inhibition of tyrosinase of frog epidermis by $m$-cumaric acid [16], the reaction was monitored by measuring the accumulated final product in the reaction media (dopachrome) which is formed from the corresponding $o$-quinone generated by the enzyme in its action on L-dopa. In this case the kinetic analysis made was very simple corresponding to only one exponential term in the time course equation used. To obtain the experimental results it was conducted at $\mathrm{pH}=7$ in order that the apparent rate constant corresponding to the transformation of $o$-dopaquinone reaches a high value in comparison with the time-dependent inhibition, so that the transient phase was controlled by this latter process. Nevertheless, at lower pH -values both processes overlap in time and in these situations, at the present relatively seldom, it a new and more complete kinetic analysis is necessary which allows the carrying out of these type of studies.
In this paper, a kinetic analysis of a MichelisMenten mechanism is carried out in which a slowbinding inhibition process occurs and, moreover, the immediate product is unstable. We assumed an initial steady-state in the catalytic route and a reversible reaction step, in which the free enzyme and the enzyme-substrate complex rapidly reach equilibrium, and studied the progress curve of the product, P , generated directly by the enzyme, as well as that one corresponding to the compound, R , obtained from P. Subsequently, we evaluated the kinetic parameters of the reaction. A numerical example was outlined and solved to demonstrate the quality of the method suggested. The results have been compared with those obtained by the numerical solution of the differential equations that describe the kinetics of the process.

## Theory

The general mechanism studied in this paper is shown in Scheme 1.


Scheme 1.

Notation and definitions

| [E] | Enzyme concentration |
| :---: | :---: |
| $[E]_{0}$ | Initial enzyme concentration |
| [S] | Substrate concentration |
| [S] ${ }_{0}$ | Initial substrate concentration |
| [I] | Inhibitor concentration |
| [I] ${ }_{0}$ | Initial inhibitor concentration |
| [ES] | Concentration of the enzyme-substrate complex |
| [EI], [EI'] | Concentrations of the enzyme-inhibitor complexes |
| [P] | Product concentration |
| [R] | Concentration of the species into which P is transformed |
| $[\mathrm{P}]_{\infty}$ | Concentration of P obtained at the final stage of the reaction |
| $[\mathrm{P}]_{\text {max }}$ | Maximal value of [P] |
| $[\mathrm{P}]_{\text {inflex }}$ | [ P$]$ corresponding to the inflexion point of the progress curve of P |
| $\mathrm{t}_{\text {max }}$ | Time corresponding to $[\mathrm{P}]_{\text {max }}$ |
| $\mathrm{t}_{\text {inflex }}$ | Time corresponding to $[\mathrm{P}]_{\text {inflex }}$ |
| $\mathrm{t}_{\infty}$ | Time elapsing to $\mathrm{t}_{\text {max }}$ at which $[\mathrm{P}]=[\mathrm{P}]_{\infty}$ |
| $\mathrm{K}_{\mathrm{m}}$ | Michaelis constant, ( $\mathrm{k}_{2}+\mathrm{k}_{7}$ )/ $\mathrm{k}_{1}$ |
| $\mathrm{K}_{\mathrm{I}}$ | Equilibrium constant, $\mathrm{k}_{4} / \mathrm{k}_{3}$ |

Equation (A1) of the Appendix describes the kinetics of Scheme 1. This equation does not admit any analytical solution, but approximate solutions can be derived, if one assumes that:

$$
\left.\begin{array}{l}
{[S]_{0},[I]_{0} \gg[E]_{0}}  \tag{1}\\
{[P]+[R] \ll[S]_{0}}
\end{array}\right\}
$$

In this case:

$$
\left.\begin{array}{c}
{[S] \approx[S]_{0}}  \tag{2}\\
{[I] \approx[I]_{0}}
\end{array}\right\}
$$

After the insertion of equation (2) into equation (A1) of the Appendix, the latter becomes linear and has, therefore, analytical solutions. The explicit equations for the concentrations of P and R are:

$$
\begin{equation*}
[P]=[P]_{\infty}+A_{0} e^{-j t}+\sum_{h=1}^{3} A_{h} e^{\lambda_{h} t} \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
[R]=r_{0}+j[P]_{\infty} t-A_{0} e^{-j t}+\sum_{h=1}^{3} r_{h} e^{\lambda_{h} t} \tag{4}
\end{equation*}
$$

where $\lambda_{\mathrm{h}}(\mathrm{h}=1,2,3)$ (always negative or complex with a negative real part) are the eigenvalues of the coefficients matrix of equation (A1) of the Appendix,
i.e., the roots of the equation:

$$
\begin{equation*}
(\lambda+j)\left(\lambda^{3}+F_{1} \lambda^{2}+F_{2} \lambda+F_{3}\right)=0 \tag{5}
\end{equation*}
$$

The corresponding expressions of the coefficients of equation (5) are given in the Appendix.

If we assume a pseudo steady-state [17-21] from the onset of the reaction in the catalytic route then:

$$
\begin{equation*}
k_{1}[S]_{0}, k_{2}, k_{7}>k_{3}[I]_{0}, k_{4}, k_{5}, k_{6}, j \tag{6}
\end{equation*}
$$

In this case, taking equations (6) and (A11)-(A16) into account, equation (5) can be written:

$$
\begin{equation*}
(\lambda+j)\left(\lambda-\lambda_{3}\right)\left(\lambda^{2}+\left(F_{2} / F_{1}\right) \lambda+F_{3} / F_{1}\right)=0 \tag{7}
\end{equation*}
$$

According to equations (6) and (A17)-(A20) of Appendix, $\left|\lambda_{3}\right| \gg\left|\lambda_{1}\right|,\left|\lambda_{2}\right|$ and, therefore, the term of equations (3) and (4) containing the parameter $\lambda_{3}$ can be neglected. The latter will have only three exponential terms: $-\mathrm{j}, \lambda_{1}$ and $\lambda_{2}$.

## Particular cases:

1. In some cases the formation of the enzymeinhibitor complex, EI, is very fast and is followed by a slow isomerization to $\mathrm{EI}^{\star}$ [10]; then, assuming conditions of rapid equilibrium, we have:

$$
\begin{equation*}
k_{1}[S]_{0}, k_{2}, k_{7}, k_{3}[I]_{0}, k_{4} \gg k_{5}, k_{6}, j \tag{8}
\end{equation*}
$$

In this case, it can be demonstrated easily that $\left|\lambda_{2}\right| \gg\left|\lambda_{1}\right|$ and that the term of the explicit equation of the product P or R containing $\lambda_{2}$ can be neglected. Therefore, if we set $\lambda \equiv \lambda_{1}$, the corresponding equations for $[\mathrm{P}]$ and $[\mathrm{R}]$ will be:

$$
\begin{gather*}
{[P]=[P]_{\infty}+A_{0} e^{-j t}+A e^{\lambda t}}  \tag{9}\\
{[R]=\frac{A_{0} \lambda-A j}{\lambda}+j[P]_{\infty} t-A_{0} e^{-j t}+\frac{A j}{\lambda} e^{\lambda t}} \tag{10}
\end{gather*}
$$

The parameters of these equations are given in the Appendix.
2. In the case in which $\mathrm{k}_{5}=\mathrm{k}_{6}=0$, the eigenvalues of the corresponding matrix of coefficients of equation (1) are the roots of the equation:

$$
\begin{equation*}
(\lambda+j)\left(\lambda^{2}+H_{1} \lambda+H_{2}\right)=0 \tag{11}
\end{equation*}
$$

where $\mathrm{H}_{1}$ and $\mathrm{H}_{2}$ are given in Appendix
According to the condition expressed by equation (6) and the polynomial properties, equation (11) can be written:

$$
\begin{equation*}
(\lambda+j)\left(\lambda-\lambda_{2}\right)\left(\left(\lambda+H_{2} / H_{1}\right)=0\right. \tag{12}
\end{equation*}
$$

where $\quad \lambda_{2} \approx-\left(\mathrm{k}_{1}[\mathrm{~S}]_{0}+\mathrm{k}_{2}+\mathrm{k}_{7}\right), \quad$ i.e., $\left|\lambda_{2}\right| \geqslant\left|\lambda_{1}\right|, j$ and, therefore, the explicit equations for $[P]$ and $[R]$ will have only two exponential terms, those ones
involving in their exponents $-j$ and $\lambda_{1}$, i.e. they will have the same form as equations (9) and (10).
3. In the case that $\mathrm{k}_{1}[\mathrm{~S}]_{0}, \mathrm{k}_{2}, \mathrm{k}_{7}, \mathrm{k}_{3}[\mathrm{I}]_{0}, \mathrm{k}_{4}, \mathrm{j} \gg$ $\mathrm{k}_{5}, \mathrm{k}_{6}$ the slow transition corresponds only to the inhibition and the explicit equations for $[P]$ and $[\mathrm{R}]$ are:

$$
\begin{gather*}
{[P]=[P]_{\infty}+A e^{\lambda t}}  \tag{13}\\
{[R]=-\frac{j \gamma}{\lambda}+j[P]_{\infty} t+\frac{j \gamma}{\lambda} e^{\lambda t}} \tag{14}
\end{gather*}
$$

where $\lambda,[\mathrm{P}]_{\infty}$ and $\gamma$ are given by equations (A28), (A29) and (A40), respectively.

## Materials and methods

The simulated progress curves have been obtained by numerical solution [22] of the corresponding system of differential equations using a set of arbitrary, but realistic values of the initial concentrations and the rate constants. The simulated errors with the mean of 0 and a specified S.D. were added using a random normal distribution based on the algorithm of Box, Muller and Marsaglia [23] and a computer program. The analytical solutions of the system of differential equations were obtained by the Laplace transformation. The regressions were performed using the software SigmaPlot for Windows 4.0 of Jandel Scientific in a personal computer equipped with an Intel Pentium III/ 850 MHz processor. The enzyme reaction was always started by the addition of the enzyme to a mixture of the substrate and the inhibitor.

## Results and discussion

We have obtained the explicit equations for the formation of the product ( P ) of an enzyme reaction and the one of the accumulation of composed (R) that is originated from P in which a slow-binding inhibition process proceeds according to Scheme 1, assuming that the initial concentrations of the substrate and the inhibitor are much higher than that of the free enzyme (to ensure that the concentrations of the substrate and the inhibitor remain practically constant) and that a very fast formation occurs of the enzyme-inhibitor complex, EI, which is followed by a slow isomerization to an EI ${ }^{\star}$ complex. Figure 1 shows the time progress curves of all of the species of Scheme 1. They were plotted using the numerical solutions of the set of differential equations that describes the kinetics of Scheme 1. Note that the progress curve of P has a maximal value, $[\mathrm{P}]_{\text {max }}$. The corresponding value of the time, $\mathrm{t}_{\text {max }}$, can be easily determined experimentally. The progress curve of the product reaches an inflexion point, $[\mathrm{P}]_{\text {inflex }}$, at $\mathrm{t}=\mathrm{t}_{\text {inflex }}$. The $\mathrm{t}_{\text {max }}$ - and $\mathrm{t}_{\text {inflex }}$-values can be evaluated from the plot of $\mathrm{d}[\mathrm{P}] / \mathrm{dt}$ vs. time.


Figure 1. Progress curves of the species involved in Scheme 1 obtained by numerical solution of the set of differential equations that describes the kinetics of the enzyme system. The arbitrary values used for the initial concentrations and rate constants are: $[\mathrm{E}]_{0}=0.7 \mu \mathrm{M},[\mathrm{S}]_{0}=1 \mu \mathrm{M},[\mathrm{I}]_{0}=0.4 \mu \mathrm{M}, \mathrm{k}_{1}=2.10^{6} \mathrm{M}^{-1} \mathrm{~s}^{-1}$, $\mathrm{k}_{2}=2 \mathrm{~s}^{-1}, \mathrm{k}_{3}=4.10^{5} \mathrm{M}^{-1} \mathrm{~s}^{-1}, \mathrm{k}_{4}=0.4 \mathrm{~s}^{-1}, \mathrm{k}_{5}=0.2 \mathrm{~s}^{-1}, \mathrm{k}_{6}=$ $0.1 \mathrm{~s}^{-1}, \mathrm{k}_{7}=2 \mathrm{~s}^{-1}, \mathrm{j}=0.1 \mathrm{~s}^{-1}$.

The period of time elapsing to $\mathrm{t}_{\max }$, at which $[\mathrm{P}]=$ $[\mathrm{P}]_{\infty}, \mathrm{t}_{\infty}$, can be useful, since it allows the evaluation of $[\mathrm{P}]_{\infty}$ without reaching the end of the reaction, i.e. the $[\mathrm{P}]_{\infty}$-value can be obtained from $\mathrm{t}_{\text {max }}$ and $\mathrm{t}_{\text {inflex }}$. If we denote the following quotient with q :

$$
\begin{equation*}
q=\frac{t_{\mathrm{inflex}}-t_{\mathrm{max}}}{t_{\max }-t_{\infty}} \tag{15}
\end{equation*}
$$

then it is easily demonstrated that $\mathrm{q}=1$, if the curve is described by an equation such as equation (9), i.e. when the corresponding explicit equation has only two exponential terms. If $\lambda$ does not vary linearly with $[\mathrm{I}]_{0}$, then, according to equation (A28), the mechanism is compatible with that of case 1 . If $\lambda$ varies linearly with $[\mathrm{I}]_{0}$, then, according to equation (A38), the particular case 2 is suitable. In the case in which $j$ has a high value (case 3 ) the accumulation of $P$ and $R$ takes place according to a uniexponential equation, as was shown in the case of the slow inhibition of tyrosinase of frog epidermis by $m$-cumaric acid at $\mathrm{pH}=7$ [16].

## Kinetic analysis

The kinetic analysis suggested in this paper allows the evaluation of the kinetic parameters of the reaction described by Scheme 1 and the discrimination between the particular cases presented. This analysis is based on the progress curve of the product P or on the progress curve of the species R which the immediate product is transformed into. Next we summarize this procedure.

Analysis based on the experimental progress curve of the product ( $P$ ). For different values of the initial concentrations of the substrate and the inhibitor
fulfilling the conditions indicated in the Theory section, we obtain progress curves of the product and the corresponding curves for the first derivative. For each curve, the values of $[\mathrm{P}]_{\infty},[\mathrm{P}]_{\text {max }},[\mathrm{P}]_{\text {inflex }}, \mathrm{t}_{\infty}$, $\mathrm{t}_{\text {max }}, \mathrm{t}_{\text {inflex }}$ and $\alpha_{0}$ are obtained as is described below. Each curve of P is fitted at sufficiently long times ( $>$ $\mathrm{t}_{\text {max }}$ ) to a uni-exponential equation. From the plot of $\ln \left([\mathrm{P}]-[\mathrm{P}]_{\infty}\right)$ vs. time, we obtain one of the nonlinear parameters of equation (9) and the corresponding linear parameter. With the $\mathrm{t}_{\text {max }}-$ or $\mathrm{t}_{\infty}$-values, equations (A34) (or (A35)) permit the evaluation of the remaining parameters of equation (9). The non-linear parameter, which does not depend on the concentrations, will be the $j$-value. If $\lambda$ varies linearly with $[\mathrm{I}]_{0}$, then, according to equation (A38), the particular case 2 may be considered.
From the plot of $\mathrm{d}[\mathrm{P}] / \mathrm{dt}$ vs. t , data points, which are located near the $\mathrm{d}[\mathrm{P}] / \mathrm{dt}=0$, are chosen. These points are fitted using a polynomial of the type $f(t)=$ $a_{0}+a_{1} t+a_{2} t^{2}$ by the least-squares approximation. The polynomial fitting can be carried out with the Chebyshev polynomials [24] or the Marquardt algorithm [25]. Commercial software packages for the personal computer as SigmaPlot ${ }^{\text {© }}$ (Jandel Scientific), MathCad ${ }^{\text {© }}$ (MathSoft Inc., Cambridge, MA), Maple ${ }^{\odot}$ (Waterloo Maple Software, Waterloo, Ontario, Canada), Derive ${ }^{\odot}$ (Soft Warehouse) can be used. Once the coefficients of polynomial have been determined, the $\mathrm{t}_{\text {max }}$-value is obtained by solving the equation $\mathrm{a}_{0}+\mathrm{a}_{1} \mathrm{t}+\mathrm{a}_{2} \mathrm{t}^{2}=0$. The $[\mathrm{P}]_{\max }$-value can be evaluated by setting $t=t_{\text {max }}$ in equation (9) or by solving the equation obtained after fitting to a polynomial of the degree three of the points near $[\mathrm{P}]_{\text {max }}$. The plot of $\mathrm{d}[\mathrm{P}] / \mathrm{dt}$ vs. t exhibits a minimum value that allows the evaluation of the $t_{\text {inflex }}$-value. If a set of data points near this minimum is fitted to a polynomial $f(t)$ of the degree three, then the $t_{\text {inflex }}{ }^{-}$ value will be one of the roots of equation $\mathrm{df}(\mathrm{t}) / \mathrm{dt}=0$, i.e. one of the roots of the equation $a_{1}+2 a_{2} t+$ $3 a_{3} t^{2}=0$ (see Figure 2a). Following a similar procedure, the $t_{\infty}$-value can be obtained by fitting the data points near $[\mathrm{P}]_{\infty}$ of $[\mathrm{P}]$ vs. $t$ to a polynomial of the degree two and solving the equation $a_{0}+a_{1} t+$ $\mathrm{a}_{2} \mathrm{t}^{2}=[\mathrm{P}]_{\infty}$ (see Figure 2b). The value of $\mathrm{f}(\mathrm{t})$ at $\mathrm{t}=0$, i.e. $\alpha_{0}$, can be obtained by fitting to a polynomial of degree two of a set of points of $\mathrm{d}[\mathrm{P}] / \mathrm{dt} v s$. t located at short time values. Once the polynomial has been obtained, the independent term, i.e. the value for $\mathrm{t}=0$, will be equal to $\alpha_{0}$ (see Figure 2c). At longer time values, the parameter $q$ can be evaluated as described above. equation (A32) allows us to evaluate the constant $\mathrm{k}_{6}$. According to equation (A31), the plot of $[\mathrm{E}]_{0} / \alpha_{0}$ vs. $1 /[\mathrm{S}]_{0}$ gives at constant $[\mathrm{I}]_{0}$ a straight line with an ordinate intercept equal to $1 / \mathrm{k}_{7}$. The plot of $\left([\mathrm{S}]_{0}[\mathrm{E}]_{0}\right) /\left(\mathrm{j}[\mathrm{P}]_{\infty}\right)$ against $[\mathrm{I}]_{0}$ yields at constant $[\mathrm{S}]_{0}$ according to equation (A29) a straight line with ordinate intercept $\left(\mathrm{K}_{\mathrm{m}}+[\mathrm{S}]_{0}\right) / \mathrm{k}_{7}$ and slope $\mathrm{K}_{\mathrm{m}}\left(\mathrm{k}_{5}+\right.$ $\left.\mathrm{k}_{6}\right) /\left(\mathrm{K}_{\mathrm{I}} \mathrm{k}_{6} \mathrm{k}_{7}\right)$. According to equation (A31), the plot of


Figure 2. (a) Evaluation of $\mathrm{t}_{\text {inflex }}$. A set of points with low values of $\mathrm{d}[\mathrm{P}] / \mathrm{dt}$ are chosen. These points are fitted using a polynomial of degree three. One root of the derivative of this polynomial is $t_{\text {inflex }}$. (b) Evaluation of $t_{\infty}$. Data points at $t<t_{\max }$, which are located near $[\mathrm{P}]=[\mathrm{P}]_{\infty}$ are chosen. These points are fitted using a polynomial of the degree two. One root of the equation $f(t)-[P]_{\infty}=0$ is $t_{\infty}$. (c) Evaluation of $\alpha_{0}$. The first data points of $\mathrm{d}[\mathrm{P}] / \mathrm{dt}$, i.e. data points at low t-values, are fitted using a polynomial of the degree two. The independent term of this polynomial is $\alpha_{0}$.
$\left([\mathrm{S}]_{0}[\mathrm{E}]_{0}\right) /\left(\alpha_{0}\right)$ vs. $[\mathrm{I}]_{0}$ at constant $[\mathrm{S}]_{0}$ gives a straight line of slope $\mathrm{K}_{\mathrm{m}} /\left(\mathrm{K}_{\mathrm{I}} \mathrm{k}_{7}\right)$. The quotient between the two slopes yields $1+k_{5} / k_{6}$.

Analysis based on the experimental progress curve of the species $R$. The analysis of the experimental results is made in a similar form to that described previously for the product. A simplified kinetic analysis was
carried out experimentally in a study of $m$-cumaric acid acting as slow inhibitor of frog epidermis tyrosinase [16], working at a pH adopted, so that j was much greater than $\mathrm{k}_{5}$ and $\mathrm{k}_{6}$. At lower pH values the dependence of $[R]$ on $t$ would correspond to a biexponential equation (10).

## Numerical example

To illustrate the procedure suggested here, we chose a numerical example in which we obtain simulated curves (shown in Figure 3) by numerical integration of the differential equations (equation (A1) of the Appendix) describing the behaviour of the enzyme system using the arbitrary set of values of the rate constants and initial concentrations listed in the legend to Figure 3. Then, the simulated progress curves are used as if they were experimental progress curves. The values used in the simulations fulfil the condition established in the Theory section. Simulated experimental errors with an S.D. of $1 \%$ were added as indicated in the Materials and Methods section. Two sets of curves we obtained, one at constant $[\mathrm{S}]_{0}$ (and varying $[\mathrm{I}]_{0}$ ) and another at constant $[\mathrm{I}]_{0}$ (and varying $[\mathrm{S}]_{0}$ ).

We proceeded as indicated above with curve 9 of Figure 3, in which the initial concentrations for enzyme, substrate and inhibitor were $2 \times 10^{-9} \mathrm{M}, 1 \times 10^{-3} \mathrm{M}$ and $9 \times 10^{-5} \mathrm{M}$, resp. The values obtained for $\mathrm{t}_{\text {max }}$, $\mathrm{t}_{\text {inflex }}$ and $\mathrm{t}_{\infty}$ are $17.60 \mathrm{~s}, 28.61 \mathrm{~s}$ and 6.64 s , resp. (see Figures 2 a and 2 b ). In this case, the parameter q is equal to 1.005 , which shows the bi-exponential shape of the progress curve. The $\alpha_{0}$-value was $1.37 \times 10^{-7} \mathrm{M} \mathrm{s}^{-1}$ (see Figure 2c). With the $[\mathrm{P}]_{\infty}$-value $\left(5.36 \times 10^{-7} \mathrm{M}\right)$, the equation (A34) and the plot of $\ln \left([\mathrm{P}]-[\mathrm{P}]_{\infty}\right)$ vs time, we obtained for $\lambda, j$ and $A_{0}$ the values $-0.0469 \mathrm{~s}^{-1}$, $0.1585 \mathrm{~s}^{-1},-1.020 \times 10^{-6} \mathrm{M}$, resp. In this case $\lambda$ does


Figure 3. Progress curves simulated with added errors and calculated (continuous lines) using equation (9) corresponding to the proposed example. The values of the rate constants and initial concentrations used are: $\mathrm{k}_{1}=1.10^{6} \mathrm{M}^{-1} \mathrm{~s}^{-1}, \mathrm{k}_{2}=800 \mathrm{~s}^{-1}$, $\mathrm{k}_{3}=4.10^{5} \mathrm{M}^{-1} \mathrm{~s}^{-1}, \mathrm{k}_{4}=1.5 .10^{2} \mathrm{~s}^{-1}, \mathrm{k}_{5}=0.2 \mathrm{~s}^{-1}, \mathrm{k}_{6}=0.03 \mathrm{~s}^{-1}$, $\mathrm{k}_{7}=150 \mathrm{~s}^{-1}, \quad \mathrm{j}=0.15 \mathrm{~s}^{-1}, \quad[\mathrm{E}]_{0}=2 \mathrm{nM}, \quad[\mathrm{S}]_{0}=1 \mathrm{mM}, \quad[\mathrm{I}]_{0}=$ $10,20,30, \ldots, 90 \mu \mathrm{M}$, for the curves $1-9$, respectively.



Figure 4. (a) Plot of $[\mathrm{E}]_{0} /\left(\mathrm{j}[\mathrm{P}]_{\infty}\right)$ vs. $1 /[\mathrm{S}]_{0}$ at constant $[\mathrm{I}]_{0}$ according to equation (A29). (b) Plot of $[\mathrm{E}]_{0} / \alpha_{0}$ vs. $1 /[\mathrm{S}]_{0}$ at constant $[\mathrm{I}]_{0}$ according to equation (A31).
not vary linearly with $[\mathrm{I}]_{0}$, and, according to equation (A28) the mechanism is compatible with that of case 2. Following the procedure indicated above, according to equation (A31) the plot of $[\mathrm{E}]_{0} / \alpha_{0}$ against $1 /[\mathrm{S}]_{0}$ gives at constant $[\mathrm{I}]_{0}$ a straight line with ordinate intercept $\left(1 / \mathrm{k}_{7}\right) 6.74 \times 10^{-3} \mathrm{~s}$ (see Figure 4). The plot of $\left([S]_{0}[E]_{0}\right) /\left(\mathrm{j}[\mathrm{P}]_{\infty}\right)$ against $[\mathrm{I}]_{0}$, at constant $[\mathrm{S}]_{0}$, gives a straight line with the ordinate intercept $\left\{\left(\mathrm{K}_{\mathrm{m}}+\right.\right.$ $\left.\left.[\mathrm{S}]_{0}\right) / \mathrm{k}_{7}\right\} \quad 1.311 \times 10^{-5} \mathrm{Ms}$ and the slope $\left\{\mathrm{K}_{\mathrm{m}}\left(\mathrm{k}_{5}+\right.\right.$ $\left.\left.\mathrm{k}_{6}\right) /\left(\mathrm{K}_{\mathrm{I}} \mathrm{k}_{6} \mathrm{k}_{7}\right)\right\} 1.15 \times 10^{-1} \mathrm{~s}$ (see Figure 5). According to equation (A31), the plot of $\left([\mathrm{S}]_{0}[\mathrm{E}]_{0}\right) /\left(\alpha_{0}\right)$ vs. $[\mathrm{I}]_{0}$ gives at constant $[\mathrm{S}]_{0}$ a straight line of slope $\left\{\mathrm{K}_{\mathrm{m}} /\left(\mathrm{K}_{\mathrm{I}} \mathrm{k}_{7}\right)\right\} 1.73 \times$ $10^{-2} \mathrm{~s}$. The quotient between the latter two slopes yields $\left\{1+\mathrm{k}_{5} / \mathrm{k}_{6}\right\}=6.65$.

With these results and equation (A32), we have obtained for the kinetic parameters $k_{5}, k_{6}, k_{7}, j, K_{m}$ and $K_{I}$ the values $0.16 \pm 0.02 \mathrm{~s}^{-1}, 0.028 \pm 0.002 \mathrm{~s}^{-1}$, $149 \pm 3 \mathrm{~s}^{-1}, 0.156 \pm 0.003 \mathrm{~s}^{-1},(9.4 \pm 0.6) \times 10^{-4} \mathrm{M}$ and $(3.7 \pm 0.4) \times 10^{-4} \mathrm{M}$, respectively.
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Figure 5. (a) Plot of $\left([\mathrm{S}]_{0}[\mathrm{E}]_{0}\right) /\left(\mathrm{j}[\mathrm{P}]_{\infty}\right)$ vs. $[\mathrm{I}]_{0}$ at constant $[\mathrm{S}]_{0}$ according to equation (A29). (b) Plot of $\left([\mathrm{S}]_{0}[\mathrm{E}]_{0}\right) / \alpha_{0}$ vs. $[\mathrm{I}]_{0}$ at constant $[\mathrm{S}]_{0}$ according to equation (A31).
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## Appendix

Matricial equation that describes the kinetics of the species in Scheme 1

$$
\left(\begin{array}{c}
d[E] / d t  \tag{A1}\\
d[E S] / d t \\
d[E I] / d t \\
d[P] / d t \\
d[S] / d t \\
d[I] / d t \\
d\left[E I^{*}\right] / d t \\
d[R] / d t
\end{array}\right)=\left(\begin{array}{cccccccc}
-\left(k_{1}[S]+k_{3}[I]\right) & k_{2}+k_{7} & k_{4} & 0 & 0 & 0 & 0 & 0 \\
k_{1}[S] & -\left(k_{2}+k_{7}\right) & 0 & 0 & 0 & 0 & 0 & 0 \\
k_{3}[I] & 0 & -\left(k_{4}+k_{5}\right) & 0 & 0 & 0 & k_{6} & 0 \\
0 & k_{7} & 0 & -j & 0 & 0 & 0 & 0 \\
-k_{1}[S] & k_{2} & 0 & 0 & 0 & 0 & 0 & 0 \\
-k_{3}[I] & 0 & k_{4} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & k_{5} & 0 & 0 & 0 & -k_{6} & 0 \\
0 & 0 & 0 & j & 0 & 0 & 0 & 0
\end{array}\right)\left(\begin{array}{c}
{[E]} \\
{[E S]} \\
{[E I]} \\
{[P]} \\
{[S]} \\
{[I]} \\
{\left[E I^{*}\right]} \\
{[R]}
\end{array}\right)
$$

$$
\begin{equation*}
[P]_{\infty}=\frac{k_{1} k_{4} k_{6} k_{7}[S]_{0}[E]_{0}}{j\left(k_{1} k_{4} k_{6}[S]_{0}+\left(k_{2}+k_{7}\right)\left(\left(k_{5}+k_{6}\right) k_{3}[I]_{0}+k_{4} k_{6}\right)\right)} \tag{A2}
\end{equation*}
$$

$$
\begin{equation*}
A_{0}=-\frac{k_{1} k_{7}[S]_{0}[E]_{0}\left\{j^{2}-\left(k_{4}+k_{5}+k_{6}\right) j+k_{4} k_{6}\right\}}{j \prod_{p=1}^{3}\left(\lambda_{p}+j\right)} \tag{A3}
\end{equation*}
$$

$$
\begin{equation*}
A_{h}=\frac{k_{1} k_{7}[S]_{0}[E]_{0}\left\{\lambda_{h}^{2}+\left(k_{4}+k_{5}+k_{6}\right) \lambda_{h}+k_{4} k_{6}\right\}}{\lambda_{h}\left(\lambda_{h}+j\right) \prod_{\substack{p=1 \\ p \neq h}}^{3}\left(\lambda_{p}-\lambda_{h}\right)} \tag{A4}
\end{equation*}
$$
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There are the following mutual relationships:

$$
\begin{gather*}
\lambda_{1}+\lambda_{2}+\lambda_{3}=-F_{1}  \tag{A8}\\
\lambda_{1} \lambda_{2}+\lambda_{1} \lambda_{3}+\lambda_{2} \lambda_{3}=F_{2}  \tag{A9}\\
\lambda_{1} \lambda_{2} \lambda_{3}=-F_{3} \tag{A10}
\end{gather*}
$$

The coefficients $\mathrm{F}_{1}, \mathrm{~F}_{2}$ and $\mathrm{F}_{3}$ of equation (5) are given by the equations (A11)-(A13) resp.

$$
\begin{gather*}
F_{1}=k_{1}[S]_{0}+k_{3}[I]_{0}+k_{2}+k_{4}+k_{5}+k_{6}+k_{7}  \tag{A11}\\
F_{2}=k_{1}\left(k_{4}+k_{5}+k_{6}\right)[S]_{0}+k_{3}\left(k_{2}+k_{5}+k_{6}+k_{7}\right) \\
\times[I]_{0}+\left(k_{2}+k_{7}\right)\left(k_{4}+k_{5}+k_{6}\right)+k_{4} k_{6}  \tag{A12}\\
F_{3}=k_{1}[S]_{0} k_{4} k_{6}+\left(k_{2}+k_{7}\right) \\
\times\left(\left(k_{5}+k_{6}\right) k_{3}[I]_{0}+k_{4} k_{6}\right) \tag{A13}
\end{gather*}
$$

According to polynomial properties and equation (6)

$$
\begin{align*}
\lambda_{3} & \approx F_{1}  \tag{A14}\\
\lambda_{1}+\lambda_{2} & \approx-F_{2} / F_{1}  \tag{A15}\\
\lambda_{1} \lambda_{2} & \approx F_{3} / F_{1} \tag{A16}
\end{align*}
$$

$$
\begin{align*}
\lambda_{1}+\lambda_{2} & =-\left(k_{4}+k_{5}+k_{6}+\frac{k_{3} K_{m}[I]_{0}}{K_{m}+[S]_{0}}\right)  \tag{A18}\\
\lambda_{1} \lambda_{2} & =k_{4} k_{6}+\frac{k_{3} K_{m}\left(k_{5}+k_{6}\right)[I]_{0}}{K_{m}+[S]_{0}}
\end{align*}
$$

Equation (A18) readily yields:

$$
\begin{align*}
\left(k_{4}+k_{5}+k_{6}\right) & <\left|\lambda_{1}+\lambda_{2}\right| \\
& <\left(k_{3}[I]_{0}+k_{4}+k_{5}+k_{6}\right) \tag{A20}
\end{align*}
$$

Particular case 1:
According to equations (8) and (A11)-(A13) we can write:

$$
\begin{gather*}
F_{1} \approx k_{1}[S]_{0}+k_{2}+k_{7}  \tag{A21}\\
F_{2} \approx k_{1}[S]_{0} k_{4}+\left(k_{2}+k_{7}\right)\left(k_{3}[I]_{0}+k_{4}\right)  \tag{A22}\\
F_{3} \approx k_{1}[S]_{0} k_{4} k_{6}+\left(k_{2}+k_{7}\right)  \tag{A23}\\
\times\left(k_{3}[I]_{0}\left(k_{5}+k_{6}\right)+k_{4} k_{6}\right)
\end{gather*}
$$

where, according to polynomial properties:

$$
\begin{equation*}
\lambda_{3} \approx F_{1} \tag{A24}
\end{equation*}
$$

$$
\left.\begin{array}{c}
\lambda_{1}+\lambda_{2} \approx-F_{2} / F_{1} \\
\lambda_{1} \lambda_{2} \approx F_{3} / F_{1} \\
A_{0}=-\left([P]_{\infty}+A\right) \\
{[P]_{\infty}=-\left(k_{5}+k_{6}\right)+\frac{K_{I} k_{5}\left(K_{m}+[S]_{0}\right)}{K_{I}\left(K_{m}+[S]_{0}\right)+K_{m}[I]_{0}}} \\
A=-\frac{j[P]_{\infty}\left(k_{6}+\lambda\right)}{k_{6}(j+\lambda)} \\
\left.\alpha_{m}[I]_{0}\left(k_{5}+k_{6}\right)+K_{I} k_{6}\left(K_{m}+[S]_{0}\right)\right\} \\
K_{I}\left(K_{m}+[S]_{0}\right)+K_{m}[I]_{0}
\end{array}\right\}
$$

## Particular case 2

Coefficients of equation (11):

$$
\begin{gathered}
H_{1}=k_{1}[S]_{0}+k_{2}+k_{7} \\
H_{2}=k_{1} k_{4}[S]_{0}+\left(k_{2}+k_{7}\right)\left(k_{3}[I]_{0}+k_{4}\right)
\end{gathered}
$$

$$
\begin{equation*}
\lambda_{1} \approx-\frac{H_{2}}{H_{1}}=-\left(k_{4}+\frac{k_{3} K_{m}[I]_{0}}{K_{m}+[S]_{0}}\right) \tag{A38}
\end{equation*}
$$

$$
\begin{equation*}
\lambda_{2} \approx-\left(k_{1}[S]_{0}+k_{2}+k_{7}\right) \tag{A39}
\end{equation*}
$$

Particular case 3

$$
\gamma=-\frac{[P]_{\infty}\left(k_{6}+\lambda\right)}{k_{6}}
$$

(A40)
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